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Non-technical	Summary	Report	

When	people	want	to	purchase	the	car,	most	people	put	price	as	their	most	important	factor	

for	considering.	However,	there	are	many	other	factors	can	also	effect	people	to	make	buying	

decision.	Different	people	care	about	different	things.	What	the	car	being	used	for?		For	

individual,	business,	family;	What	is	the	purpose	of	buying	the	car?	As	the	gifts	to	give	others,	

transport	tools	or	car	fans	who	want	to	make	the	collection;	Does	the	car’s	configuration	really	

matter,	such	as	cruise	leather	or	sound;	How	to	set	the	price	based	on	the	mileage	for	used	car	

and	so	on.	There	are	really	a	lot	of	factors	people	should	be	considering,	when	they	plan	to	

purchase	the	car.	Therefore,	how	to	choose	the	car	with	reasonable	price	and	good	

performance	becomes	important	for	people	who	want	to	purchase	the	car.	

The	goal	of	this	project	is	to	create	a	regression	model	which	can	predict	the	price	of	a	GM	car	

based	on	the	predictors	provided,	so	that	could	help	people	to	make	a	best	decision	on	

choosing	high	cost-performance	car.		

This	project	used	multi-variables	regression	analysis	to	build	the	model	which	mean	use	the	

given	indicators	to	predict	the	price	of	GM	cars.	In	this	method	we	use	both	qualitative	and	

quantitative	variables	assuming	that	there	is	a	linear	relationship	between	the	price	and	those	

variables.		

	

	

	

		

	

	

	



Technical	Summary	Report	

Abstract	

Our	goal	is	to	create	a	regression	model	which	can	predict	the	price	of	a	GM	car	based	on	the	

predictors	provided.	

Our	methodology:	Multi-variable	and	reclassify	variables	regression	analysis	two	methods	

Our	findings	and	recommendations:		

After	finishing	the	mode	to	predict	the	price	of	GM	car	based	on	given	variables,	we’ve	found	

that	the	3	most	important	indicators	are	number	of	cylinder-liter,	type	of	car,	car	brand,….	

Recommendations	

Introduction	

There	are	804	observations	in	GM_Cars	dataset	and	the	original	dataset	provide	the	following	

12	variables:		

Dataset:	GM	car	value	dataset	contains	over	eight	hundred	records	about	2005	used	GM	cars.	

Each	record	shows	variety	of	characteristics	such	as	mileage,	make,	model,	engine	size,	interior	

style,	and	cruise	control.	The	main	purpose	is	predicting	the	retail	price	of	car	based	on		other	

predictors	which	are	provided	in	the	dataset.			

Ø Dependent	Variable:		

Price:	suggested	retail	price	of	the	used	2005	GM	car	in	excellent	condition.	The	

condition	of	a	car	can	greatly	affect	price.	All	cars	in	this	data	set	were	less	than	one	

year	old	when	priced	and	considered	to	be	in	excellent	condition.		

Ø Independent	Variables:	

	 Two	quantitative:	Mileage,	Liter;		

	 Nine	qualitative:	Make,	Model,	Trim,	Type,	Cylinder,	Doors,	Cruise,	Sound,	Leather	

§ Mileage:	number	of	miles	the	car	has	been	driven	



§ Make:	manufacturer	of	the	car	such	as	Saturn,	Pontiac,	and	Chevrolet	

§ Model:	specific	models	for	each	car	manufacturer	such	as	Ion,	Vibe,	Cavalier	

§ Trim	(of	car):	specific	type	of	car	model	such	as	SE	Sedan	4D,	Quad	Coupe	2D	

§ Type:	body	type	such	as	sedan,	coupe,	etc	

§ Cylinder:	number	of	cylinders	in	the	engine	

§ Liter:	a	more	specific	measure	of	engine	size	

§ Doors:	number	of	doors	

§ Cruise:	indicator	variable	representing	whether	the	car	has	cruise	control	(1=cruise)	

§ Sound:	indicator	variable	representing	whether	the	car	has	upgraded	speakers	

(1=upgraded)	

§ Leather:	indicator	variable	representing	whether	the	car	has	leather	seats	

(1=leather)	

Methodology	

This	project	use	multi-variable	and	reclassify	variables	regression	analysis	two	methods	

Step	1:	Data	collecting	

GM_Cars	dataset	collected	from	Kelly	Blue	Book	for	several	hundred	2005	used	GM	cars;	For	

this	data	set,	a	representative	sample	of	over	eight	hundred,	2005	GM	cars	were	selected,	

then	an	algorithm	was	developed	following	the	2005	Central	Edition	of	the	Kelly	Blue	Book	to	

estimate	retail	price.	

Step2:	Data	exploration	

• We	explored	the	data	mainly	by	SAS	Procedures,	we	also	did	use	Tableau	to	visualize	the	

data.	

	 There	are	some	patterns	from	tableau	and	these	pattern	are	similar	to	the	procedures	

we	created	in	SAS	



	

The	average	price	of	car	based	on	type	

	

• This	dataset	split	the	data	by	80%	for	training	set	and	20%	for	testing	set.	

• For	both	methods,	this	project	delete	one	variable	‘Trim’.	Due	to	‘Trim’	include	47	variables,	

so	we	consider	to	delete	it.	Then	we	search	the	description	of	the	‘Trim’	to	help	us	make	the	

decision.	According	to	the	Wikipedia,	the	‘Trim’	means	“a	model	may	be	offered	in	varying	

trim	levels,	which	denotes	different	configurations	of	standard	equipment	and	amenities.	

For	instance,	the	base	trim	may	have	only	basic	features	(wheel	covers,	cloth	seats)	

compared	to	the	top-of-the-line	model	(alloy	wheels,	leather	upholstery)”.	Therefore,	we	

think	‘Trim’	is	not	an	important	factor	for	the	car,	then	we	decided	to	delete	this	variable,	

so	currently	we	have	11	variables	in	GM_Cars	dataset.		

						In	Leanne	and	minh’s	method,	we	also	delete	the	‘Model’	variable.	But	in	Ruoxi’s	model	not.	

• Creating	following	dummy	variables:	

§ Five	dummy	variables	for	‘Make’;	

§ Four	dummy	variables	for	‘Type’;	

§ Two	dummy	variable	for	‘Cylinder’;	



§ One	dummy	variable	for	‘Doors’;	

§ In	Ruoxi’s	method,	we	re-classify	the	‘Model’	variable,	due	to	there	are	32	terms	in	this	

variable,	which	is	a	lot.	So	we	set	three	levels	combine	with	the	price,	which	are	

‘Economy’,	‘Standard’	and	‘Luxury’.	The	cars	under	$15,000	which	are	economy	cars;	the	

price	between	$15,000-$27,000	belongs	to	standard	level;	the	car	price	higher	than	

$27,000	are	luxury	cars.		

• Transformation:	After	exploring	the	data	by	boxplot,	frequency	table	and	histogram	for	

descriptive	statistics,	the	output	shows	that	the	price	are	not	normally	distributed,	which	

has	a	long	tail	and	right	skewness,	so	we	decided	to	apply	log	transformation	and	create	a	

new	dependent	variable	log(price),	in	order	to	make	the	distribution	normally.		

	

	 	 Figure	1																																																																										Figure2	

• Interaction	Terms	and	center	method:	Based	on	the	output	(Figure3),	it	showed	that	there	

is	a	strong	correlation	between	Cylinder	and	Liter	(Figure4),	so	we	create	an	interaction	

term	cylinder_liter.	And	we	also	use	the	center	method	to	solve	the	multicollinearity	issue	



between	interaction	term	and	main	terms	(Figure5).	

	

	

									 	 		Figure4																																																																					Figure5	



Step3:	Build	the	models	

This	project	build	three	models.	We	used	all	variables	to	fit	the	first	model	to	research	what	are	

the	problems,	then	remove	the	infects	and	finally	improve	the	model’s	performance.	

Step4:	Test	models	

After	the	build	the	models,	we	checked	the	4	assumptions,	parameters,	R^2,	AdjR^2	and	GOF,	

remove	collinearity,	remove	outliers,	use	selection	methods	to	improve	model’s	performance.	

After	came	up	with	the	final	model,	we	test	the	model	by	the	testing	set	and	draw	the	

conclusion.	

Analysis,	Results	and	Findings	

For	both	two	methods,	we	split	the	data	by	80%	as	training	set,	and	20%	as	test	set.	In	addition,	

all	three	models	do	the	transformation	and	interaction	term,	which	we	mentioned	in	step	two,	

therefore,	for	the	following	model	analysis,	we	will	not	mention	again	for	this	part.		

Model1:	Ruoxi’s	model	(model1):	

• In	Ruoxi’s	model,	we	reclassify	the	‘model’	into	three	different	level,	which	we	mentioned	in	

step	two.	So	the	dummy	variables	for	model	1	is	19	variables.		

• We	use	stepwise	method	to	select	model,	and	then	we	got	16	variables.	



	

• We	mentioned	we	create	the	interaction	term	in	step	two.	However,	according	to	the	
output,	we	can	find	that	the	interaction	didn't	solve	the	moticlinearity,	therefore,	we	
remove	the	highly	colinearity	variables	and	interaction	term.	And	then	check	are	there	any	
outliers	in	the	model.	After	we	remove	the	outliers,	we	got	the	following	variables:	

	
We	found	that	still	has	the	variables	which	have	higher	VIF,	then	we	remove	the	highest	one	
‘Luxury’	first	to	see	what	happened.	After	removing	the	‘Luxury’,	we	find	that	all	the	variables	
seems	good	and	we	got	14	variables.		
	



	

• We	do	the	residual	analysis	to	see	the	model	violate	any	assumptions	or	not.		

	



	

We	find	that	although	it	is	not	perfect,	it	still	looks	good	and	not	violate	the	assumptions.		

• Finally,	we	do	the	validation	for	model,	we	use	hold-out	validation,	and	got	the	following	

results:	

	



	

	



	

CVR2=0.003	

The	final	model:	

Logprice	=	9.25478	-0.00834*newmileage	+	0.46451*Make1	-	0.10928*Make2	-	

0.09656*Make3	+	0.58002*Make4	-	0.07778*Make5	+	0.02629*Standard	+	0.32441*Type1	-	

0.04974*Type2	+	0.1735*Type4	+	0.218*Liter	+	0.01588*Cruise	+	0.01981*Leather	

Model2:	Leanne’s	model	

Ø Data exploring and cleaning, after import the data file there are some columns that is empty. So, we 
have to drop the empty column and rerun it to make it the data set that we want.  

Figure 1. Original data set 

 

 

Figure 2. Cleaning the data set 



 

Ø Then	create	histogram	to	see	whether	the	variables	are	normally	distributed.	It	turns	out	the	
distribution	has	a	long	tail	and	right	skewness	which	means	this	distribution	needs	to	be	
transformed.	So,	we	apply	log	transformation	on	the	and	Price	and	named	it	as	“Logprice”.	 

Figure 3. Distribution of Price  

Ø After re-organizing the dataset, we have to deal with the problem with dummy variables. we use 
FREQ to see how many dummy variables in each independent variable that we have to create since 
“Model” and “Trim” are too complicated, we have to create too many dummy variables then we 
decide to drop them first. Then, we use “Make” to create 5 dummy variables and “Type” to create 4 
dummy variables. After creating those dummy variables, drop “Make”, “Model”, “Trim”, and 
“Type” to make the dataset more clearly. So, there are 17 independent variables included dummy 
variables in total are listed below:  

Figure 4. Total variables  

 

Ø To be prepare for the validation and final model2, we split the data into 80% for Training and 20% 
for Testing sets.  

Figure 5. Data splitting 



 

Ø Use Pearson Correlation Coefficient Matrix to check the correlation between each variable has 
multicollinearity problem or not. According to Figure 6, we can know that Cylinder and Liter has 
the multicollinearity problem because their value is higher than 0.9 which mean they have the 
strongest relationship in all of the variables. In this case, we have to create interaction term (Figure 
7) to see whether this problem can be solved or not. We use center method to create interaction 
term.  

 Cylinder_m=5.26866-Cylinder 

 Liter_m=3.03731-Liter 

 Cylinder_Liter_m=Cylinder_m*Liter_m 

 As the result shows in Figure 8, we can know that the interaction term has reduce  the 
connection between them.  

Figure 6. Pearson Correlation Coefficient  

 

Figure 7. Relationship between Cylinder and Liter 



 

 

Figure 8. After creating interaction term in between 

 

Ø After dealing with all the problem, we use stepwise method to run the model2 and the result shows 
in Figure 9. We can know that there are 15 variables in the first draft. Also, we use Variance 



inflation (VIF) to check whether there is a multicollinearity problem or not and we can get the result 
in Figure 11. By checking Figure 10, we notice that Cylinder and Liter still has multicollinearity 
problem then we remove the variable has the highest value of VIF which is Cylinder. After we rerun 
the model2, we will get Figure 11 since the VIF values are lower than 10, we can know that the 
multicollinearity problem is solved. Next, we have to remove the variable which is insignificant. 
Also, remove the outlier in the draft model2 (Figure 12).  

Figure 9. Result of Stepwise selection

 

Figure 10. Multicollinearity checking   



 
Figure 11. Model2 without multicollinearity problem 



 

Figure 12. Model2 without multicollinearity problem and insignificant variables  



 

Ø As a result, we get in Figure 13, then we have to check on the Goodness of Fit (GOF) and the 
assumptions.  

ü GOF:	
	 	 H0:	b1=bi=0 	

	 	 Ha:	At	least	one	coefficient	bi≠	0		

	 	 Test	Statistic:	F==1084.71		

	 	 p-value	<	0.0001	

	 	 reject	the	H0	and	there	is	at	least	one	coefficient	parameter	in	the	model2.		

ü In	order	to	check	the	regression	model2	is	valid	or	not	(Figure	14),	we	have	to	check	the	
assumptions	to	see	whether	there	is	a	problem	or	not.	Four	assumptions	are	listing	below:		

• Linearity:	As	we	check	the	scatter	plot,	we	can	see	that	the	pattern	of	the	spread	show	a	straight	
line	in	between.	



• Independent:	The	points	are	mostly	randomly	scattered	around	the	zero	line	so	we	can	assume	
the	errors	are	independent	to	each	other.		

• Constant	 variance:	 The	 points	 are	mostly	 randomly	 scattered	 around	 the	 zero	 line	 and	 the	
pattern	 of	 the	 spread	 in	 the	 residuals	 didn’t	 increase	 or	 decrease,	 so	 the	 errors	 have	
	 constant	variance.		

• Normality:	We	can	see	that	the	points	lie	close	to	the	line	and	the	pattern	of	the	spread	show	
a	45degree	straight	line.	So,	we	can	assume	that	the	errors	are	probably	normal.		

	 Finally,	we	can	fit	the	final	model2	equation:		
	 LogPrice	=	9.27455	-	0.000008*Mileage	+	0.41921*M1	-	0.13005*M2	-		 	 	 	
	 0.10618*M3	+	0.55124*M4	–	0.0977*M5	+0.31129*T1	–	0.04842*T2		 	 	 +	
0.1693*T4	+	0.21959*Liter	+	0.02195*Cruise	+	0.02672*Leather	

	 By	checking	the	Standard	Estimate	(STB),	we	can	know	that	Liter	has	the		 strongest	
influence	on	the	variance	of	car	price.		

Figure 13. Final model2 

 



 

Figure 14. Residual analysis of the model2 



 

Ø In order to test the performance of the model2, we randomly choose 20% observations from the 
original dataset as the test set. All the result are showed in Figure 15. It's a good case it because the 

value of CV-R
2

is ≤ 0.3. 

Figure 15. Result of Validation 



 

Result 
Training set 

641 observations 

Testing set 

160 observations 

RMSE 0.08794 0.09473 

MAE N/A 0.073411 

R
2 0.9540 0.9518 

Adj-R2 0.9531 0.9479 

CV-R2 N/A 0.002 

GOF OK N/A 

Residuals OK N/A 

 

	

Model3:		Minh’s	model	



We	sort	the	data	by	some	categories	to	make	boxplots	in	order	to	find	the	patterns	about	

ln_price:	

	

	

	

	



• We	mentioned	in	step	two	for	interaction	tem.	So	after	create	interacation	term.	We	then	

ran	the	correlation	model.	There	is	no	significant	relationship	between	ln_price	and	any	

predictors.	But	we	noticed	that	there	is	a	high	association	between	cylinder	and	liter.	At	

the	end	of	this	phase,	we	concluded	that	there	is	no	significant	association	between	

ln_price	and	any	variables.	But	there	are	some	interesting	patterns:	

The	car	with	more	cylinder	will	have	higher	average	ln_price	

The	convertible	cars	have	higher	average	ln_price	

Trim	is	redundant	of	Type	

Model	depends	on	other	qualitative	variables	such	as	cruise,	leather,	the	Model	will	

change	for	some	feature	of	the	car,	for	e.g	2	cars	with	same	type	same	brand	will	have	

model	if	there	have	different	number	of	cylinder.	

	



The	model	shows	a	high	collinearity	between,	Cylinder_Liter,	Cylinder0,	Cylinder1,	Liter.	Also,	

Cylinder_liter	is	not	significant	so	we	removed	this	interaction	variable.	

• We	then	ran	the	model	with	different	methods:	

a.	Stepwise	

	

b.	Forward	

	



c.	Backward	

	

d.	AdjRsqrt	

	

	



• We	decided	to	choose	the	ninth	model	in	the	AdjR^2	method	which	has	9	variables	and	

also	one	of	cylinder	and	liter	has	been	removed.	

My	Model:	ln_price	=	B0	+	B1*mileage	+	B2*Make0	+	B3*Make3	+	B4*Type0	+	B5*Type2	+	

B6*Type3	+	B7*D	+	B8	*	liter	+	B9*cruise	

The	output	is	pretty	good	with	high	AdjR^2,	the	Goodness	of	Fit	Test,	all	variables	are	

significant.	

	

	

• Then	we	checked	the	4	assumptions	of	the	model	

For	Residual	vs	Predicted	value	and	Residual	vs	vars,	points	randomly	scattered	around	the	

zeroline.	



	

For	the	QQ	plot,	the	graph	didn’t	show	a	fine	straight	line	but	it	is	almost	a	straight	line.		



	

Based	on	the	residual	plots	above,	we	concluded	that	there	is	no	failure	in	the	assumptions	of	

the	selected	model.	

• We	then	check	the	influence	points	and	outliers.	

We	found	and	removed	the	observations	which	are	both	influence	points	and	outliers	below:	

N	=	341,	343,	344	

	



• At	this	step,	we	was	satisfied	with	our	model	because	the	result	is	much	more	better	than	

the	result	we	showed	in	the	presentation.	

	

Validation:	

At	the	beginning,	we	use	80%	of	the	dataset	for	training,	20%	for	testing.	



We	used	the	selected	model	to	predict	the	ln_price	of	the	test	set	and	export	these	value	as	

yhat,	we	then	compare	this	column	with	the	real	ln_price.	

	

	



	

	

	

	

	

	

	

5-fold	validation	

The	result	for	5-fold	validation	is	pretty	much	the	same	as	the	previous	model.	

	

Comparison	

AdjRsqr	Formula:	

1-(((1-R^2)(n-1))/(n-k-1))	

CV-R^2	Fomula:	

|ModelR^2	–	R^2(CV)|	

Minh’s	Model	 Training	Set	–	644	Obs	 Testing	Set	–	160	Obs	

RMSE	 0.09411	 0.0946	

R^2	 0.9493	 0.9409	

AdjR^2	 0.9486	 0.937	

GOF	 OK	 OK	

Residual	 OK	 OK	



We	did	use	the	same	rate	for	80/20	splitting	the	data	to	training	and	testing	set.	

For	model	assumption	(will	be	mentioned	below),	all	three	models	meet	the	assumptions	and	

also	pass	the	GOF	test.		

a.	Ruoxi’s	model	contains	14	variables,	has	the	lowest	RMSE	and	also	has	the	highest	AdjR^2,	

CV-R^2	=	0.0021	

b.	Leanne’s	model	contains	12variables,	has	the	average	RMSE	and	also	has	the	average	

AdjR^2,	

CV-R^2	=	0.0003	

c.	Minh’s	model	contains	9	variables,	has	the	highest	RMSE	and	also	the	lowest	AdjR^2,	and	

CV-R^2	=	0.007	

Detail	information	given	through	table	below.	

So	basically,	out	three	models	seem	pretty	good,	we	then	concluded	to	choose	Minh’s	model	

because	this	one	is	pretty	straight	forward	and	9	variables	is	a	suitable	numer.	



Ruoxi’s	Model	 Training	Set	–	644	Obs	 Testing	–	160	Obs	

RMSE	 0.087	 0.0911	

R^2	 0.9554	 0.9533	

AdjR^2	 0.9547	 0.9756	

GOF	 OK	 OK	

Residual	 OK	 OK	

Leanne’s	Model	 Training	Set	–	644	Obs	 Testing	Set	–	160	Obs	

RMSE	 0.08992	 0.094446	

R^2	 0.9519	 0.9516	

AdjR^2	 0.9508	 0.9974	

GOF	 OK	 OK	

Residual	 OK	 OK	

Minh’s	Model	 Training	Set	–	644	Obs	 Testing	Set	–	160	Obs	

RMSE	 0.09411	 0.0946	

R^2	 0.9493	 0.9409	

AdjR^2	 0.9486	 0.937	

GOF	 OK	 OK	



	

	

Our	best	model:	

	

The	strongest	predictors	are	liter,	Make3	(SAAB),	Make0	(Cadillac)	and	then	Doors.	

If	the	liter	increases	by	1,	the	price	increases	(exp(0.226)	–	1)*100%	=	25.35%	

Residual	 OK	 OK	



If	the	car	is	made	by	SAAB,	the	price	increases	(exp(0.653)	–	1)*100%	=	92.1%	

If	the	car	is	made	by	Cadillacs,	the	price	increases	(exp(0.532)	–	1)*100%	=	70.2%	

Test	2	predictions:	

*I	chose	a	Cadillac(Make0)	Sedan(Type2)	4doors(d=1)	liter=3.8	cruise=yes	mileage=1000;	

	

Predicted	price	=	exp(10.5724)	=	39042	($)	

Confidence	Interval	(37941;	40175)	($)	

Predict	Interval	(32238;	47282)	($)	

*I	chose	a	SAAB(Make3)	Coupe(Type0)	2doors(d=0)	liter=3.1	cruise=no	mileage=2000;	

	

Predicted	price	=	exp(10.4712)	=	35284	($)	

Confidence	Interval	(33762;	36879)	($)	

Predict	Interval	(29050;	42856)	($)	

	

	



Limitation	&	Future	Work	

For	the	dataset,	the	number	of	observation	is	pretty	low	for	each	specific	model/trim	of	car,	the	

data	also	have	redundant	variables.	We	also	notice	that	these	variables	are	very	sensitive	with	

the	change	of	some	other	specific	variables.	So	in	the	future,	we	could	use	some	technique	such	

as	feature	extraction	to	decrease	the	number	of	variables.	

In	the	first	phase,	we	discovered	some	interesting	pattern	from	the	data	but	couldn’t	apply	it	in	

the	model.	In	the	future,	develop	a	model	based	on	these	patterns	could	be	an	effective	way.		

Also,	we	dropped	trim	and	model	but	we	still	would	like	to	find	out	whether	trim	and	model	

could	improve	the	model’s	performance,	and	also	to	check	the	other	interaction	variable	

options.	To	do	this,	develop	the	model	by	reclassifying	or	clustering	observations	as	Ruoxi	did	

could	be	a	promising	method.	

Recommendation		

The	most	important	indicators	in	this	model	are	mostly	car	brands(Make).	

In	my	opinion,	for	car	buyer,	the	most	important	indicator	should	be	first	type	of	car,	for	e.g	the	

average	price	of	a	convertible	car	is	almost	always	higher	than	those	of	a	coupe.	Then	for	each	

type	of	car,	they	should	check	the	engine(in	this	case	we	don’t	have	this	variable)	and	the	

cylinder	to	the	suitable	one.	The	third	important	element	is	mileage	to	check	the	condition	of	

the	car,	if	the	car	is	too	old,	the	price	should	be	low	but	the	engine	could	not	be	in	good	

condition.	And	the	last	thing	is	Brand	name,	of	course	the	brand	name	is	very	important	for	

many	people,	but	the	luxury	brand	comes	with	higher	price,	so	buyer	should	do	cross	check	

between	car	with	similar	type	and	model	before	made	the	decision.		

Appendix	

Ruoxi’s	code	

*Import	the	data;	

proc	import	out=gmcars	replace	

datafile='C:\Users\rwang37\Desktop\gmcar_price.txt'	;	



delimiter='09'x;	

getnames=yes;	

run;	

proc	print;	

run;	

*split	the	original	sample	data;	

proc	surveyselect	data=gmcars	out=car_all	seed=495857	

samprate=0.80	outall;	

run;	

data	car_all;	

set	car_all;		

if	selected	then	train_price=price;	

logprice=log(train_price);	

run;	

proc	print	data=car_all;	

run;	

*test	frequency	and	to	see	how	many	terms	each	variable	have;	

proc	freq;	

table	make;	

run;	

proc	freq;	

table	model;	

run;	

proc	freq;	

table	trim;	

run;	

proc	freq;	

table	type;	

run;	



proc	freq;	

table	cylinder;	

run;	

*calculate	the	minimum,	maximum,median,	p25	and	p75,	so	that	I	can	define	the	price	range	for	each	
reclassify	level;	

proc	means	min	max	median	p25	p75;	

var	price;	

run;	

data	gmcars;	

set	gmcars;	

Level=0;	

if	Model='Century'	then	Level=1;	

if	Model='Lacrosse'	then	Level=1;	

if	Model='Lesabre'	then	Level=1;	

if	Model='Park	Ave'	then	Level=1;	

if	Model='CST-V'	then	Level=2;	

if	Model='CTS'	then	Level=2;	

if	Model='Deville'	then	Level=2;	

if	Model='STS-V6'	then	Level=2;	

if	Model='STS-V8'	then	Level=2;	

if	Model='XLR-V8'	then	Level=2;	

if	Model='AVEO'	then	Level=0;	

if	Model='Cavalier'	then	Level=0;	

if	Model='Classic'	then	Level=0;	

if	Model='Cobalt'	then	Level=0;	

if	Model='Corvette'	then	Level=2;	

if	Model='Impala'	then	Level=1;	

if	Model='Malibu'	then	Level=1;	

if	Model='Monte	Ca'	then	Level=1;	

if	Model='Bonnevil'	then	Level=1;	



if	Model='G6'	then	Level=1;	

if	Model='Grand	Am'	then	Level=1;	

if	Model='Grand	Pr'	then	Level=1;	

if	Model='GTO'	then	Level=2;	

if	Model='Sunfire'	then	Level=0;	

if	Model='Vibe'	then	Level=1;	

if	Model='9_3'	then	Level=2;	

if	Model='9_3	HO'	then	Level=2;	

if	Model='9_5'	then	Level=2;	

if	Model='9_5	HO'	then	Level=2;	

if	Model='9-2X	AWD'	then	Level=1;	

if	Model='Ion'	then	Level=0;	

if	Model='L	Series'	then	Level=1;	

run;	

proc	print;	

run;	

data	gmcars;	

set	gmcars;	

drop	var13;	

drop	var14;	

drop	var15;	

drop	var16;	

drop	var17;	

drop	var18;	

drop	var19;	

drop	var20;	

drop	var21;	

drop	var22;	

drop	var23;	



drop	var24;	

run;	

proc	print;	

run;	

proc	univariate	normal;	

var	price;	

histogram	/	normal(mu=est	sigma=est);	

run;	

*Transformation;	

data	gmcars;	

set	gmcars;	

logprice=log(price);	

newmileage=mileage/1000;	

run;	

proc	univariate	normal;	

var	logprice;	

histogram	/	normal(mu=est	sigma=est);	

run;	

proc	univariate	normal;	

var	newmileage;	

histogram	/	normal(mu=est	sigma=est);	

run;	

*creat	dummy	variables;	

data	gmcars;	

set	gmcars;	

Make1=(Make='Cadil');	

Make2=(Make='Chevr');	

Make3=(Make='Ponti');	

Make4=(Make='SAAB');	



Make5=(Make='Satur');		

run;	

proc	print;	

run;	

data	gmcars;	

set	gmcars;	

Standard=(Level=1);	

Luxury=(Level=2);	

run;	

proc	print;	

run;	

data	gmcars;	

set	gmcars;			

Type1=(Type='Conve');	

Type2=(Type='Hatch');	

Type3=(Type='Coupe');	

Type4=(Type='Wagon');	

run;	

proc	print;	

run;	

data	gmcars;	

set	gmcars;	

drop	mileage;	

drop	make;	

drop	Model;	

drop	trim;	

drop	type;	

run;	

proc	print	data=gmcars;	



run;	

*check	the	significance	and	moticolinearity	of	the	variables;	

proc	corr	data=gmcars;	

var	logprice	newmileage	Make1	Make2	Make3	Make4	Make5	Standard	Luxury	Type1	Type2	Type3	
Type4	Cylinder	Liter	Doors	Cruise	Sound	Leather;	

run;	

proc	reg	data=gmcars;	

model	logprice=	newmileage	Cylinder	Doors	sound	Liter	Cruise	Leather	Type1	Type2	Type3	Type4	
standard	luxury	make1	make2	make3	make4	make5	/vif	stb;	

run;	

*create	interaction	term	and	use	center	method;	

data	gmcars;	

set	gmcars;	

Cylinder_Liter=Cylinder*liter;	

run;	

proc	corr;	

var	Cylinder	Liter	Cylinder_Liter;	

run;	

data	gmcars;	

set	gmcars;	

Cylinder_c=5.25156-Cylinder;	

Liter_c=3.02753-Liter;	

Cylinder_Liter_c=Cylinder_c*Liter_c;	

run;	

proc	corr;	

var	Cylinder	Liter	Cylinder_Liter_c;	

run;	

*use	stepwise	method	to	select	the	model;	

proc	reg	data=gmcars;	



model	logprice=	newmileage	Make1	Make2	Make3	Make4	Make5	Standard	Luxury	Type1	Type2	Type3	
Type4	Cylinder	Liter	Cylinder_Liter_c	Doors	Cruise	Sound	Leather	/vif	stb	selection=stepwise;	

run;	

*the	interaction	didn't	solve	the	moticlinearity		

*remove	the	highly	colinearity	variables	and	interaction	term	;	

*check	are	there	any	outliers	in	the	model;	

proc	reg	data=gmcars;	

model	logprice=	newmileage	Make1	Make2	Make3	Make4	Make5	Standard	Luxury	Type1	Type2	Type4	
Liter	Cruise	Leather	/vif	stb	r	influence;	

run;	

*remove	the	ourlier;	

data	gmcarsmodel1;	

set	gmcars;	

if	_n_=388	then	delete;	

if	_n_=382	then	delete;	

run;	

proc	reg	data=gmcarsmodel1;	

model	logprice=	newmileage	Make1	Make2	Make3	Make4	Make5	Standard	Luxury	Type1	Type2	Type4	
Liter	Cruise	Leather/vif	stb	r	influence;	

run;	

*the	model	without	outliers;	

proc	reg	data=gmcarsmodel1;	

model	logprice=	newmileage	Make1	Make2	Make3	Make4	Make5	Standard	Luxury	Type1	Type2	Type4	
Liter	Cruise	Leather/vif	stb;	

run;	

*one	variable	the	VIF	still	very	high,	so	remove	it;	

proc	reg	data=gmcars;	

model	logprice=	newmileage	Make1	Make2	Make3	Make4	Make5	Standard	Type1	Type2	Type4	Liter	
Cruise	Leather	/vif	stb	r	influence;	

run;	

*remove	outliers;	



data	gmcarsmodel1;	

set	gmcars;	

if	_n_=388	then	delete;	

if	_n_=741	then	delete;	

if	_n_=742	then	delete;	

if	_n_=743	then	delete;	

if	_n_=744	then	delete;	

run;	

proc	reg	data=gmcarsmodel1;	

model	logprice=	newmileage	Make1	Make2	Make3	Make4	Make5	Standard	Type1	Type2	Type4	Liter	
Cruise	Leather/vif	stb	r	influence;	

run;	

*the	model	without	the	outliers;	

proc	reg	data=gmcarsmodel1;	

model	logprice=	newmileage	Make1	Make2	Make3	Make4	Make5	Standard	Type1	Type2	Type4	Liter	
Cruise	Leather/vif	stb;	

run;	

*Do	the	residual	analysis	to	see	does	the	model	violate	any	assumptions;	

proc	reg	corr;	

	*full	model;	

	model	logprice=	newmileage	Make1	Make2	Make3	Make4	Make5	Standard	Type1	Type2	Type4	Liter	
Cruise	Leather;	

	*	reduced	model	;	

	model	logprice=	newmileage	Make1	Make2	Make3	Make4	Make5	Standard	Type1	Type2	Type4	Liter	
Cruise	Leather;	

	*	RESIDUAL	PLOT:	RESIDUALS	VS	X-VARIABLES;	

	plot	student.*predicted.;	

	plot	npp.*student.;	

	run;		

quit;	

*use	backward	method;	



proc	reg	data=gmcars;	

model	logprice=	newmileage	Make1	Make2	Make3	Make4	Make5	Standard	Luxury	Type1	Type2	Type3	
Type4	Cylinder	Liter	Cylinder_Liter_c	Doors	Cruise	Sound	Leather	/vif	stb	selection=backward;	

run;	

*the	interaction	didn't	solve	the	moticlinearity		

*remove	the	highly	colinearity	variables	and	interaction	term;	

*check	are	there	any	outliers	in	the	model;	

proc	reg	data=gmcars;	

model	logprice=	newmileage	Make1	Make2	Make3	Make4	Make5	Standard	Luxury	Type1	Type2	Type4	
Liter	Cruise	Leather	/vif	stb	r	influence;	

run;	

*remove	outliers;	

data	gmcarsmodel2;	

set	gmcars;	

if	_n_=382	then	delete;	

if	_n_=388	then	delete;	

run;	

proc	reg	data=gmcarsmodel2;	

model	logprice=newmileage	Make1	Make2	Make3	Make4	Make5	Standard	Luxury	Type1	Type2	Type4	
Cylinder	Cylinder_Liter_c	Liter	Cruise	Leather/vif	stb	r	influence;	

run;	

*the	model	without	outliers;	

proc	reg	data=gmcarsmodel1;	

model	logprice=	newmileage	Make1	Make2	Make3	Make4	Make5	Standard	Luxury	Type1	Type2	Type4	
Liter	Cruise	Leather/vif	stb;	

run;	

proc	reg	data=gmcars;	

model	logprice=	newmileage	Make1	Make2	Make3	Make4	Make5	Standard	Type1	Type2	Type4	Liter	
Cruise	Leather	/vif	stb	r	influence;	

run;	

*remove	outliers;	



data	gmcarsmodel1;	

set	gmcars;	

if	_n_=388	then	delete;	

if	_n_=741	then	delete;	

if	_n_=742	then	delete;	

if	_n_=743	then	delete;	

if	_n_=744	then	delete;	

run;	

proc	reg	data=gmcarsmodel1;	

model	logprice=	newmileage	Make1	Make2	Make3	Make4	Make5	Standard	Type1	Type2	Type4	Liter	
Cruise	Leather/vif	stb	r	influence;	

run;	

proc	reg	data=gmcarsmodel1;	

model	logprice=	newmileage	Make1	Make2	Make3	Make4	Make5	Standard	Type1	Type2	Type4	Liter	
Cruise	Leather/vif	stb;	

run;	

*Validation	model;	

title	"Test	and	Train	Sets	for	gmcars";	

proc	surveyselect	data=gmcarsmodel1	out=car_all1	seed=495857	

samprate=0.80	outall;	

run;	

data	car_train1(where=(selected=1));	

set	car_all1;	

run;	

data	car_test1(where=(selected=0));	

set	car_all1;	

run;	

data	car_all1;	

set	car_all1;	

if	selected	then	new_y=logprice;	



run;	

proc	reg	data=car_all1;	

model	logprice=	newmileage	Make1	Make2	Make3	Make4	Make5	Standard	Type1	Type2	Type4	Liter	
Cruise	Leather;	

output	out=outm1(where=(new_y=.))	p=yhat;	

run;	

data	outm1_sum;	

set	outm1;	

d=logprice-yhat;	

absd=abs(d);	

run;	

proc	summary	data=outm1_sum;	

var	d	absd;	

output	out=outm1_stats	std(d)=rmse	mean(absd)=mae;	

run;	

proc	print	data=outm1_stats;	

run;	

proc	corr	data=outm1;	

var	logprice	yhat;	

run;	

	

	

Leanne’s	code	

*Import	data;	

proc	import	out=car	replace	

datafile='S:\Final	Project\gmcar_price.txt'	;	

delimiter='09'x;	

getnames=yes;	

run;	



proc	print;	

run;	

data	car;	

set	car;	

drop	var13;	

drop	var14;	

drop	var15;	

drop	var16;	

drop	var17;	

drop	var18;	

drop	var19;	

drop	var20;	

drop	var21;	

drop	var22;	

drop	var23;	

drop	var24;	

run;	

proc	print;	

run;	

	

proc	univariate;	

var	price;	

run;	

proc	univariate	data=car;	

var	price;	

histogram/normal(mu=est	sigma=est);	

run;	

	

data	car;	



set	car;	

logprice=log(price);	

run;	

	

proc	univariate	data=car;	

var	logprice;	

histogram/normal(mu=est	sigma=est);	

run;	

	

*Creates	a	next	dataset	xv_all	-	adds	a	column	splitting	train	and	test	sets;	

title	"	Test	and	Train	Sets	for	car";	

proc	surveyselect	data=car	out=xv_all	seed=495857	samprate=0.8	outall;	*outall	-	show	all	the	data	
selected	(1)	and	not	selected	(0)	for	training;	

run;	

	

*dataset	xv_all	content:	selected	(1)	for	Train,	Seleted	(0)	for	Test;	

proc	print;	

run;	

	

*create	new	variable	logprice	=	car	for	training	set,	and	=	NA	for	testing	set;	

data	xv_all;	

set	xv_all;	

if	selected	then	train_price=price;	

logprice=log(train_price);	

run;	

proc	print;	

run;	

	

*test	frequency;	

proc	freq;	



tables	make;	

run;	

proc	freq;	

tables	model2;	

run;	

proc	freq;	

tables	trim;	

run;	

proc	freq;	

tables	type;	

run;	

proc	freq;	

tables	cylinder;	

run;	

	

*create	dummy	variables;	

data	xv_all;	

set	xv_all;	

M1=(Make='Cadil');	

M2=(Make='Chevr');	

M3=(Make='Ponti');	

M4=(Make='SAAB');	

M5=(Make='Satur');		

run;	

proc	print;	

run;	

data	xv_all;	

set	xv_all;	

Standard=(Level=1);	



Luxury=(Level=2);	

run;	

proc	print;	

run;	

data	xv_all;	

set	xv_all;	

drop	Standard;	

drop	Luxury;	

drop	Level	

run;	

proc	print;	

run;	

	

data	xv_all;	

set	xv_all;			

T1=(Type='Conve');	

T2=(Type='Hatch');	

T3=(Type='Coupe');	

T4=(Type='Wagon');	

run;	

proc	print;	

run;	

data	xv_all;	

set	xv_all;	

drop	make;	

drop	Model2;	

drop	trim;	

drop	type;	

run;	



proc	print	data=xv_all;	

run;	

	

*initial	model2	to	check	the	moticolinearity;	

proc	corr	data=xv_all;	

var	logprice	mileage	m1	m2	m3	m4	m5	t1	t2	t3	t4	cylinder	liter	doors	cruise	sound	leather;	

run;	

	

*create	interaction	term;	

data	xv_all;	

set	xv_all;	

C_L=Cylinder*liter;	

run;	

proc	corr;	

var	Cylinder	Liter	C_L;	

run;	

data	xv_all;	

set	xv_all;	

Cylinder_m=5.26866-Cylinder;	

Liter_m=3.03731-Liter;	

Cylinder_Liter_m=Cylinder_m*Liter_m;	

run;	

proc	corr;	

var	Cylinder	Liter	Cylinder_Liter_m;	

run;	

	

*model2	1;	

*try	different	method	to	see	the	difference;	

proc	reg	data=xv_all;	



model2	logprice	=	mileage	m1	m2	m3	m4	m5	t1	t2	t3	t4	cylinder	liter	Cylinder_Liter_m	doors	cruise	
sound	leather/vif	stb	selection=stepwise;	

run;	

	

*stepwise	

*keep	what's	in	the	result	and	remove	the	highly	colinearity	variable	-	cylinder,	check	outliers	and	rerun	
the	model21;	

proc	reg	data=xv_all;	

model2	logprice	=	mileage	m1	m2	m3	m4	m5	t1	t2	t4	liter	Cylinder_Liter_m	cruise	sound	leather/vif	stb	
influence	r;		

run;	

	

*remove	the	variable	which	is	insignificant	-	Cylinder_Liter_m;	

proc	reg	data=xv_all;	

model2	logprice	=	mileage	m1	m2	m3	m4	m5	t1	t2	t4	liter	cruise	sound	leather/vif	stb;		

run;	

	

*remove	the	variable	which	is	insignificant	-	sound;	

proc	reg	data=xv_all;	

model2	logprice	=	mileage	m1	m2	m3	m4	m5	t1	t2	t4	liter	cruise	leather/vif	stb	influence	r;		

run;	

	

*remove	outliers	-	model21;	

data	car_model21;	

set	xv_all;	

if	_n_=743	then	delete;	

if	_n_=744	then	delete;	

run;	

	

*check	if	there	still	has	outliers;	



proc	reg	data=car_model21;	

model2	logprice	=	mileage	m1	m2	m3	m4	m5	t1	t2	t4	liter	cruise	leather/	vif	stb	influence	r;		

run;	

	

*remove	outliers	-	model21;	

data	car_model21;	

set	car_model21;	

if	_n_=742	then	delete;	

run;	

	

*check	if	there	still	has	outliers;	

proc	reg	data=car_model21;	

model2	logprice	=	mileage	m1	m2	m3	m4	m5	t1	t2	t4	liter	cruise	leather/	vif	stb	influence	r;		

run;	

	

*model21	with	12	variables	and	no	outlier;	

proc	reg	data=car_model21;	

model2	logprice	=	mileage	m1	m2	m3	m4	m5	t1	t2	t4	liter	cruise	leather/	vif	stb;		

run;	

	

	

*model2	2;	

proc	reg	data=xv_all;	

model2	logprice	=	mileage	m1	m2	m3	m4	m5	t1	t2	t3	t4	cylinder	liter	Cylinder_Liter_m	doors	cruise	
sound	leather/vif	stb	selection=forward;	

run;	

	

*forward;	

*keep	what's	in	the	result	and	remove	the	highly	colinearity	variable	-	cylinder,	check	outliers	and	rerun	
the	model22;	



proc	reg	data=xv_all;	

model2	logprice	=	mileage	m1	m2	m3	m4	m5	t1	t2	t3	t4	liter	Cylinder_Liter_m	cruise	sound	leather/	vif	
stb	influence	r	;		

run;	

	

*remove	outliers	-	model22;	

data	car_model22;	

set	xv_all;	

if	_n_=384	then	delete;	

run;	

	

*check	if	there	still	has	outliers;	

proc	reg	data=car_model22;	

model2	logprice	=	mileage	m1	m2	m3	m4	m5	t1	t2	t3	t4	liter	Cylinder_Liter_m	cruise	sound	leather/	vif	
stb	influence	r;		

run;	

	

*remove	outliers	-	model22;	

data	car_model22;	

set	car_model22;	

if	_n_=742	then	delete;	

if	_n_=743	then	delete;	

run;	

	

*check	if	there	still	has	outliers;	

proc	reg	data=car_model22;	

model2	logprice	=	mileage	m1	m2	m3	m4	m5	t1	t2	t3	t4	liter	Cylinder_Liter_m	cruise	sound	leather/	vif	
stb	influence	r;	

run;	

	



*remove	outliers	-	model22;	

data	car_model22;	

set	car_model22;	

if	_n_=741	then	delete;	

run;	

	

*check	if	there	still	has	outliers;	

proc	reg	data=car_model22;	

model2	logprice	=	mileage	m1	m2	m3	m4	m5	t1	t2	t3	t4	liter	Cylinder_Liter_m	cruise	sound	leather/	vif	
stb	influence	r;	

run;	

	

*model21	with	15	variables	and	no	outlier;	

proc	reg	data=car_model22;	

model2	logprice	=	mileage	m1	m2	m3	m4	m5	t1	t2	t3	t4	liter	Cylinder_Liter_m	cruise	sound	leather/	vif	
stb	influence	r;	

run;	

	

	

*model2	testing;	

title	"Validation	-	Test	and	Train	Set";	

proc	surveyselect	data=car	out=xv_all	seed=495857		

samprate=0.8	outall;	*outall	-	show	all	the	data	selected	(1)	and	not	selected	(0)	for	training;	

run;	

	

data	xv_all;	

set	xv_all;	

if	selected	then	train_price=price;	

logprice=log(train_price);	

run;	



proc	print	data=	xv_all;	

run;	

	

proc	reg	data=xv_all;	

*	MODEL21;	

model2	logprice	=	mileage	m1	m2	m3	m4	m5	t1	t2	t4	liter	cruise	leather;	

output	out=outm1(where=(logprice=.))	p=yhat;	

run;	

	

data	outm1;	

set	outm1;	

logprice=log(price);	

run;	

proc	print	data=outm1;	

run;	

	

data	outm1_sum;	

set	outm1;	

d=logprice-yhat;	

absd=abs(d);	

run;	

proc	summary	data=outm1_sum;	

var	d	absd;	

output	out=outm1_stats	std(d)=rmse	mean(absd)=mae;	

run;	

proc	print	data=outm1_stats;	

run;	

proc	corr	data=outm1;	

var	logprice	yhat;	



run;	

	

	

	

*	MODEL22;	

proc	surveyselect	data=car	out=xv_all	seed=495857		

samprate=0.6	outall;	*outall	-	show	all	the	data	selected	(1)	and	not	selected	(0)	for	training;	

run;	

	

data	xv_all;	

set	xv_all;	

if	selected	then	new_price=logprice;	

run;	

proc	print	data=	xv_all;	

run;		

	

proc	reg	data=xv_all;	

model2	logprice	=	mileage	m4	t3	t4	Cylinder_Liter_m	doors	cruise	leather;	

output	out=outm2(where=(logprice=.))	p=yhat;	

run;	

	

data	outm2_sum;	

set	outm2;	

d=logprice-yhat;	

absd=abs(d);	

run;	

proc	summary	data=outm2_sum;	

var	d	absd;	

output	out=outm2_stats	std(d)=rmse	mean(absd)=mae;	



run;	

proc	print	data=outm2_stats;	

run;	

proc	corr	data=outm2;	

var	logprice	yhat;	

run;	

 

	

Minh’s	code	

*Import;	

data	car;	

infile	'gmcar_price.txt'	firstobs=2	delimiter='09'x	MISSOVER;	

input	price	mileage	make	$	model	$	trim	$	type	$	cylinder	liter	doors	cruise	sound	leather;	

run;	

	

proc	print;	

run;	

*Hold	out	for	cross	validation;	

proc	surveyselect	data=car	out=xv_all	seed=241993	

samprate=0.8	outall;	

run;	

	

data	xv_all;	

set	xv_all;		

if	selected	then	train_price=price;	

ln_price=log(train_price);	

run;	

proc	print	data=xv_all;	

run;	



	

*test	frequency;	

	

proc	freq	data=xv_all;	

tables	make;	

run;	

proc	freq	data=xv_all;	

tables	model;	

run;	

proc	freq	data=xv_all;	

tables	trim;	

run;	

proc	freq	data=xv_all;	

tables	type;	

run;	

proc	freq	data=xv_all;	

tables	cylinder;	

run;	

proc	univariate	data=xv_all;	

var	train_price;	

histogram/normal(mu=est	sigma=est);	

run;	

	

proc	univariate	data=xv_all;	

var	ln_price;	

histogram/normal(mu=est	sigma=est);	

run;	

	

proc	corr	data=xv_all;	

run;	



	

	

*sort	by	type;	

proc	sort	data=xv_all;	

by	type;	

run;	

	

proc	boxplot	data=xv_all;	

plot	ln_price*type;	

run;	

	

*sort	by	make;	

proc	sort	data=xv_all;	

by	make;	

run;	

	

proc	boxplot	data=xv_all;	

plot	price*make;	

run;	

	

*sort	by	cylinder;	

proc	sort	data=xv_all;	

by	cylinder;	

run;	

	

proc	boxplot	data=xv_all;	

plot	price*cylinder;	

run;	

	

proc	sort	data=xv_all;	



by	type;	

run;	

	

proc	boxplot	data=xv_all;	

plot	cylinder*type;	

run;	

	

proc	boxplot	data=xv_all;	

plot	doors*type;	

run;	

	

	

proc	print	data=xv_all;	

run;	

	

data	pika;	

set	xv_all;	

*all	0	->	Buick;	

Make0=0;	

if	make='Cadillac'	then	Make0=1;	

Make1=0;	

if	make='Chevrolet'	then	Make1=1;	

Make2=0;	

if	make='Pontiac'	then	Make2=1;	

Make3=0;	

if	make='SAAB'	then	Make3=1;	

Make4=0;	

if	make='Saturn'	then	Make4=1;	

*type;	

*all	0	->	Convertible;	



Type0=0;	

if	type='Coupe'	then	Type0=1;	

Type1=0;	

if	type='Hatchback'	then	Type1=1;	

Type2=0;	

if	type='Sedan'	then	Type2=1;	

Type3=0;	

if	type='Wagon'	then	Type3=1;	

*cylinder;	

*0	->	cylinder	=	4;	

Cylinder0=0;	

if	cylinder=6	then	Cylinder0=1;	

Cylinder1=0;	

if	cylinder=8	then	Cylinder1=1;	

*doors;	

*0	->	2	doors;	

d=0;	

if	doors=4	then	d=1;	

Cylinder_Liter=Cylinder*liter;	

run;	

	

data	pika;	

set	pika;	

drop	trim;	

drop	model;	

run;	

	

proc	print	data=pika;	

run;		

	



	

*draft	model;	

	

*full;	

	

proc	reg	data=pika;	

model	ln_price	=	mileage	make0	make1	make2	make3	make4	type0	type1	type2	type3	d	

cylinder	liter	cruise	sound	leather/stb	vif	tol;	

run;		

	

	

proc	reg	data=pika;	

model	ln_price	=	mileage	make0	make1	make2	make3	make4	type0	type1	type2	type3	d	

cylinder	liter	cruise	sound	leather/selection=stepwise;	

run;		

	

proc	reg	data=pika;	

model	ln_price	=	mileage	make0	make1	make2	make3	make4	type0	type1	type2	type3	d	

cylinder	liter	cruise	sound	leather/selection=backward;	

run;			

	

proc	reg	data=pika;	

model	ln_price	=	mileage	make0	make1	make2	make3	make4	type0	type1	type2	type3	d	

cylinder	liter	cruise	sound	leather/selection=forward;	

run;		

	

proc	reg	data=pika;	

model	ln_price	=	mileage	make0	make1	make2	make3	make4	type0	type1	type2	type3	d	

cylinder	liter	cruise	sound	leather/selection=adjrsq;	

run;		



	

*New	model;	

	

proc	reg	data=pika;	

model	ln_price	=	mileage	Make0	Make3	Type0	Type2	Type3	d	liter	cruise	/stb	vif	tol;	

plot	student.*predicted.;	

plot	npp.*student.;	

run;	

	

	

proc	reg	data=pika;	

model	ln_price	=	mileage	Make0	Make3	Type0	Type2	Type3	d	liter	cruise/	influence	r;	

run;	

	

	

*remove	outliers;	

data	pika;	

set	pika;	

if	_n_=341	then	delete;	

if	_n_=343	then	delete;	

if	_n_=344	then	delete;	

run;	

	

proc	print	data=pika;	

run;	

	

proc	reg	data=pika;	

model	ln_price	=	mileage	Make0	Make3	Type0	Type2	Type3	d	liter	cruise/	stb;	

run;	

	



*I	chose	a	Cadillac(Make0)	Sedan(Type2)	4doors(d=1)	liter=3.8	cruise=yes	mileage=1000;	

data	pred;	

input	mileage	Make0	Make3	Type0	Type2	Type3	d	liter	cruise;	

datalines;	

1000	1	0	0	1	0	1	3.8	1	

;	

	

*I	chose	a	SAAB(Make3)	Coupe(Type0)	2doors(d=0)	liter=3.1	cruise=no	mileage=2000;	

data	pred;	

input	mileage	Make0	Make3	Type0	Type2	Type3	d	liter	cruise;	

datalines;	

2000	0	1	1	0	0	0	3.1	0	

;	

	

data	predict;	

set	pred	pika;	

	

proc	reg	data=predict;	

model	ln_price	=	mileage	Make0	Make3	Type0	Type2	Type3	d	liter	cruise/p	clm	cli	alpha=0.05;	

run;	

	

*validation;	

title	"Validation	-	Test	Set";	

*proc	reg	data=xv_all;	

proc	reg	data=pika;	

model	ln_price	=	mileage	Make0	Make3	Type0	Type2	Type3	d	liter	cruise;	

output	out=outm1(where=(ln_price=.))	p=yhat;	

run;	

	

data	outm1;	



set	outm1;	

ln_price=log(price);	

run;	

	

proc	print	data=outm1;	

run;	

	

	

/*	summarize	the	results	of	the	cross-validations	for	model-1*/	

title	"Difference	between	Observed	and	Predicted	in	Test	Set";	

data	outm1_sum;	

set	outm1;	

d=ln_price-yhat;	*d	is	the	difference	between	observed	and	predicted	values	in	test	set;	

absd=abs(d);	

run;	

/*	computes	predictive	statistics:	root	mean	square	error	(rmse)	

and	mean	absolute	error	(mae)*/	

proc	summary	data=outm1_sum;	

var	d	absd;	

output	out=outm1_stats	std(d)=rmse	mean(absd)=mae	;	

run;	

	

proc	print	data=outm1_sum;	

run;	

	

proc	print	data=outm1_stats;	

title	'Validation	statistics	for	Model';	

run;	

*computes	correlation	of	observed	and	predicted	values	in	test	set;	

proc	corr	data=outm1;	



var	ln_price	yhat;	

run;	

	

	

*5-fold	validation;	

title	"5-fold	crossvalidation	+	25%	testing	set";	

proc	glmselect	data=pika	

plots=(asePlot	Criteria);	

partition	fraction(test=0.25);	

model	ln_price	=	mileage	Make0	Make3	Type0	Type2	Type3	d	liter	cruise/	

selection=stepwise(stop=cv)	cvMethod=split(5)	cvDetails=all	stb;	

run;	

	

	


